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Abstract

It is a well-know fact that externally positive linear systems may fail to have a minimal positive realization. In order to investigate these
cases, we introduce the notion of minimal eventually positive realization, for which the state update matrix becomes positive after a
certain power. Eventually positive realizations capture the idea that in the impulse response of an externally positive system the state
of a minimal realization may fail to be positive, but only transiently. As a consequence, we show that in discrete-time it is possible to
use downsampling to obtain minimal positive realizations matching decimated sequences of Markov coefficients of the impulse response.
In continuous-time, instead, if the sampling time is chosen sufficiently long, a minimal eventually positive realization leads always to a
sampled realization which is minimal and positive.

Key words: positive linear systems; minimal realization; eventually positive matrices; Perron-Frobenius theorem.

1 Introduction

The positive realization problem for an externally (i.e., input-
output) positive linear system consists in finding a state space
representation which is itself positive, i.e., a triple {A, b, c}
for which A, b and c are nonnegative. The problem has been
investigated for several decades, see Benvenuti & Farina
(2004); Farina & Rinaldi (2000) for an introduction and a
survey of the main results.

Unlike existence, which is well-characterized (Ohta et al. ,
1984; Maeda & Kodama, 1981; Farina & Benvenuti, 1995;
Anderson et al. , 1996), the problem of constructing posi-
tive realizations of minimal order is a difficult one, far from
being completely solved. The positivity constraints, in fact,
imply that not all externally positive systems admit a real-
ization which is both minimal and positive, i.e., which is si-
multaneously positive, controllable and observable. There is
by now a consistent literature on the topic, notably dealing
with conditions on the order of the achievable realizations
(Hadjicostis, 1999; Nagy & Matolcsi, 2003), and develop-
ing algorithms to construct positive realizations in special
cases (Benvenuti et al. , 2000; Benvenuti, 2013; Canto et al.
, 2007; Kim, 2012; Nagy & Matolcsi, 2005). However, sys-
tematic procedures for obtaining minimal positive realiza-
tions are in general unknown.

⋆ A preliminary version of this manuscript appears in the Pro-
ceedings of the 54th IEEE Conference on Decision and Control,
December 2015.

Email address: claudio.altafini@liu.se (Claudio
Altafini).

Rather than contributing to this search, the scope of this
paper is to investigate the structure of the minimal realiza-
tion of externally positive systems, and to suggest a class of
minimal realizations capturing the gap between external and
internal positivity. The starting point of our approach is the
observation that the fundamental mathematical principle be-
hind positivity is the Perron-Frobenius theorem. In essence,
existence of a positive realization is associated to existence
of a polyhedral cone which is A-invariant (Ohta et al. , 1984;
Anderson et al. , 1996). Such cone contains the positive
eigenvector associated to the dominant eigenvalue, and at
least when dominance is strict and the input is vanishing,
the evolution of the linear system tends to become aligned
with that eigenspace. If we relax the assumption of positiv-
ity of A while maintaining the condition that the eigenvector
must be contained in R

n
+, then we still have that the free

evolution of the state of a minimal realization becomes pos-
itive after a transient. Matrices A having both left and right
dominant eigenvector in R

n
+ form a special class of matrices

called eventually positive, see Altafini & Lini (2015); Nout-
sos (2006). While these matrices can have negative entries
(hence they do not correspond to positive realizations), they
have the property that after a certain power they become
positive matrices. Therefore in discrete-time this property
naturally leads to free evolutions of the state variables that
become nonnegative after a certain number of steps. If in
addition the reachable cone associated to the realization is
contained in R

n
+, then the entire state vector must become

positive after a transient. Notice that our approach is quali-
tatively different from Guidorzi (2014), where relaxing the
positivity of A may lead to state trajectories which never be-
come positive when initialized outside the reachable cone.
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Formalizing our argument, we shown in the paper that a min-
imal realization in which A is eventually positive and b (resp.
c) belongs to the corresponding A-invariant cone (resp. dual
cone) is guaranteed to be externally positive. As for the con-
verse, we provide constructive procedures to obtain a min-
imal eventually positive realization from a given externally
positive system. While we do not have an explicit proof that
every externally positive system admits a minimal realiza-
tion of this type, it is tempting to conjecture that indeed it
is so, at least in the case of a simple strictly dominant pole.

With respect to a preliminary version of this manuscript ap-
pearing as a conference paper (Altafini, 2015), the construc-
tive procedure proposed here (Algorithm 1) is more general,
and recovers the result of Altafini (2015) as a special case
(Algorithm 2). Such special case is instrumental to show
that a consequence of the existence of a minimal eventually
positive realization is that the sequence of Markov parame-
ters that compose the impulse response has decimated sub-
sequences for which a minimal positive realization exists,
and can be found downsampling the eventually positive re-
alization. The number of steps it takes for A to become posi-
tive gives a lower bound on the sought decimation factor. In
continuous-time, instead, provided the sampling time is cho-
sen sufficiently high, the sampled system obtained from a
minimal eventually positive realization is itself positive and
minimal. Also in this case (which is not treated in Altafini
(2015)), once an eventually positive realization is available,
a lower bound on the sampling time leading to a minimal
positive sampled realization is known. These results on sam-
pled/downsampled systems can be interpreted as a dual of
the usual Nyquist-Shannon theorem: instead of seeking for
a sampling frequency sufficiently high so as to preserve all
interesting frequencies of the system, if one selects a sam-
pling frequency enough low it is possible to achieve an in-
ternal minimal representation of the system which remains
positive, because it disregards the high frequency content.
In externally positive systems with strict dominance of the
real eigenvalue, as we consider here, these frequencies are
associated to non-dominant modes, hence they are necessar-
ily transient. Therefore the nonpositive entries of our even-
tually positive realizations and the violations of positivity in
the state vectors they induce must necessarily be associated
to the non-dominant modes.

The rest of this paper is organized as follows: Section 2 re-
calls the basic linear algebraic notions associated to eventu-
ally positive matrices, which are then used in Section 3 to
introduce eventually positive realizations in discrete-time.
Constructive procedures are also given in this Section, while
the downsampling of eventually positive realizations is stud-
ied in Section 4. In Section 5 continuous-time eventually
positive realizations are investigated and analogous results
are obtained.

2 Linear algebra background

For a matrix A = (ai j) ∈ R
n×n, in this paper A ≥ 0 means

ai j ≥ 0 for any i, j ∈ 1, . . . ,n, and A 6= 0, while A > 0 means
ai j > 0 for all i, j = 1, . . . ,n. The matrix A is nonnega-
tive (resp. positive) if A ≥ 0 (resp. A > 0). This notation
is used also for vectors. The spectrum of A is denoted
sp(A) = {λ1(A), . . . ,λn(A)}, where λi(A), i = 1, . . . ,n, are
the eigenvalues of A. The spectral radius of A, ρ(A), is
the smallest real positive number such that ρ(A)≥ |λi(A)|,
∀i = 1, . . . ,n.

2.1 Eventually positive matrices

Definition 1 A matrix A ∈ R
n×n has the strong Perron-

Frobenius property if ρ(A) is a simple positive eigenvalue
of A s.t. ρ(A)> |λ | for every λ ∈ sp(A), λ 6= ρ(A), and v,
the right eigenvector relative to ρ(A), is positive.

Denote PF n the set of matrices in R
n×n that possess the

strong Perron-Frobenius property. These properties are asso-
ciated to a class of matrices called eventually positive (Fried-
land, 1978; Johnson & Tarazaga, 2004; Noutsos, 2006; El-
hashash & Szyld, 2008), class that is strictly bigger than
that of positive matrices, in the sense that the matrices can
contain negative entries.

Definition 2 A real square matrix A is said to be eventually
positive if ∃ ηo ∈N such that Aη > 0 for all η ≥ ηo.

The smallest integer ηo of Definition 2 is called the power
index of A. Following Olesky et al. (2009), eventually pos-

itive matrices will be denoted A
∨
> 0. For eventually positive

matrices a necessary and sufficient condition for the fulfill-
ment of the strong Perron-Frobenius property is available.

Theorem 1 (Noutsos (2006), Theorem 2.2) For A ∈ R
n×n

the following are equivalent:

(1) Both A, AT ∈ PF n;

(2) A
∨
> 0;

(3) AT
∨
> 0.

A matrix A is said exponentially positive if eAt =∑∞
k=0

Aktk

k!
>

0 ∀t ≥ 0, and A is exponentially positive if and only if A is
Metzler, i.e., ai j ≥ 0 ∀ i 6= j (Noutsos & Tsatsomeros, 2008;
Ohta et al. , 1984).

Definition 3 A matrix A∈R
n×n is said eventually exponen-

tially positive if ∃ to ∈ [0, ∞) such that eAt > 0 ∀t ≥ to.

We denote the smallest such to the exponential index of A.
The relationship between eventual positivity and eventual
exponential positivity is given in Noutsos & Tsatsomeros
(2008).
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Theorem 2 (Noutsos & Tsatsomeros (2008), Theorem 3.3)
Given A∈R

n×n, A is eventually exponentially positive if and

only if ∃ d ≥ 0 such that A+ dI
∨
> 0.

2.2 Invariant cones and eventually positive matrices

A set K ⊂ R
n is called a convex cone if α1x1 +α2x2 ∈

K ∀x1, x2 ∈ K , α1, α2 ≥ 0. K is called solid if the
interior of K , int(K ), is nonempty, and pointed if K ∩
(−K ) = {0}. A proper cone is a closed, pointed, solid
cone. A cone is polyhedral if it can be expressed as the
nonnegative combination of a finite number of generating
vectors ω1, . . . ,ωµ ∈R

n:

K = cone(Ω) =

{

x = Ωα =
µ

∑
i=1

αiωi, αi ≥ 0

}

, (1)

where Ω =
[

ω1 . . .ωµ

]

∈ R
n×µ , α =

[

α1 . . .αµ

]T

∈ R
µ
+. It

is well-known that alternatively to the “vertices description”
(1) for K one can use the “face description”

K = {x s. t. Γx ≥ 0} , Γ ∈ R
µ×n.

The pair {Ω, Γ} forms a “double description pair” for K .
Let K ∗ = {y ∈ R

n s. t. yT x ≥ 0 ∀x ∈ K } be the dual cone
of K . In terms of the double description pair {Ω, Γ}, we
have:

K
∗ = {y s. t. y = ΓT β , β ≥ 0}= {y s. t. ΩT y ≥ 0},

i.e., {ΓT , ΩT} is a double description pair for K ∗.

Given A ∈ R
n×n, the cone K is said A-invariant if AK ⊆

K . For an A-invariant cone K , A is said K -positive if
A(K \ {0}) ⊆ int(K ), i.e., A maps any nonzero element
of K into int(K ). Notice that if A is K -positive then A
is K -irreducible, i.e., it does not leave any of the faces of
K invariant (except for {0} and K itself). Theorem 1.3.16
of Berman & Plemmons (1994) says that A that leaves K

invariant is K -irreducible if and only if A has exactly one
(up to scalar multiples) eigenvector in K , and this vector is
in int(K ). A is K -positive if and only if AT is K ∗-positive
Berman & Plemmons (1994).

The Perron-Frobenius theorem for invariant polyhedral
cones can be found e.g. in Berman & Plemmons (1994)
(Theorem 1.3.26) or Valcher & Farina (2000) (Theorem 3.3).

Theorem 3 Given A ∈ R
n×n, the following are equivalent:

(1) ∃ a proper A-invariant polyhedral cone K ∈ R
n for

which A is K -positive;
(2) ρ(A) is a simple positive eigenvalue in sp(A), and for

each λ ∈ sp(A), λ 6= ρ(A), |λ |< ρ(A).

Furthermore, for the right eigenvector v relative to ρ(A) it
holds v ∈ int(K ).

The following theorem links eventually positive matrices
with invariant cones. The notation AηK stands for the η-th
iterated cone of K .

Theorem 4 (Altafini & Lini (2015), Theorem 5) A
∨
> 0 if and

only if ∃ a proper polyhedral A-invariant cone K for which
A is K -positive, and K is such that AηK ⊂ int(Rn

+)∪{0},

(AT )ηK ∗ ⊂ int(Rn
+)∪{0} ∀η ≥ ηo.

By construction, the cone K of Theorem 4 contains no

other eigenvector of A than v. If instead of A
∨
> 0 we have

the “one-sided” condition A ∈ PF n, then Theorem 4 can
be replaced by the following corollary.

Corollary 1 (Altafini & Lini (2015), Corollary 2) A∈PF n

if and only if ∃ a proper polyhedral A-invariant cone K

for which A is K -positive, and K is such that AηK ⊂
int(Rn

+)∪{0} ∀η ≥ ηo.

3 Discrete-time eventually positive realizations

The discrete-time SISO linear system

x(k+ 1) = Ax(k)+ bu(k) k = 0, 1, . . .

y(k) = cx(k)
(2)

is said externally positive if for any nonnegative input se-
quence {u(k)}∞

k=0 the forced output (in correspondence of
x(0) = 0) is nonnegative. A well-known necessary and suf-
ficient condition for external positivity is that the impulse
response {u(k) = δk}

∞
k=0 is nonnegative. The system (2) is

said (internally, hereafter omitted) positive if for any non-
negative input sequence {u(k)}∞

k=0 and nonnegative initial
condition x(0), the state x(k) and the output y(k) are always
nonnegative. A necessary and sufficient condition for pos-
itivity of (2) is that A ≥ 0, b ≥ 0 and c ≥ 0, see Farina &
Rinaldi (2000).

Consider the strictly proper, rational transfer function of or-
der n

H(z) =
P(z)

Q(z)
=

p1zn−1 + p2zn−2 + . . .+ pn−1z+ pn

zn + q1zn−1 + . . .+ qn−1z+ qn

(3)

where we assume that P(z) and Q(z) are coprime polyno-
mials. Expanding (3) in terms of the Markov parameters
{h(i)}∞

i=1 we can write

H(z) =
∞

∑
i=1

h(i)z−i (4)
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where the recursive expression for the {h(i)}∞
i=1 is

h(i) =−
i−1

∑
j=1

qi− jh( j)+ pi. (5)

A pole of H(z) is called a dominating pole if its modulus
is maximum among all poles of H(z). It is called strictly
dominating if it is dominating and all other poles of H(z)
have strictly smaller modulus.

A triplet {A, b, c} is a realization of the strictly proper ra-

tional transfer function H(z) if H(z) = c(zI −A)−1b. A re-
alization is minimal if and only if {A, b} is controllable and
{A,c} observable. In this case n denotes both the dimen-
sion of A and the order of H(z). A realization is positive if
{A, b, c} is a positive system.

Throughout this paper we will make the following assump-
tion.

Assumption 1 H(z) has a simple, strictly dominating real
pole, denoted ρ , i.e., Q(z) factorizes as Q(z) =Q′(z)(z−ρ).

Under this assumption, any minimal realization {A, b, c} has
to have ρ as a simple, strictly dominating real eigenvalue,
i.e., ρ = ρ(A)> |λ | ∀λ ∈ sp{A}, λ 6= ρ(A), see Benvenuti
& Farina (2004).

Necessary and sufficient conditions for existence of a posi-
tive realization of H(z) are provided in Ohta et al. (1984);
Maeda & Kodama (1981); Farina & Benvenuti (1995). The
formulation in the following Theorem is taken from Ander-
son et al. (1996) (Theorems 2.1, 2.2 and Remark in be-
tween).

Theorem 5 Let H(z) be a rational transfer function with
minimal realization {A, b, c}. Then H(z) has a positive re-
alization if and only if ∃ a proper polyhedral cone K such
that

(1) AK ⊆ K ;
(2) b ∈ K ;
(3) c ∈ K ∗.

In particular, in the case of simple strictly dominant real pole,
it is known that a positive realization of some dimension
µ ≥ n always exists (Theorem 31 of Farina & Rinaldi (2000))
hence from Theorem 5, a proper A-invariant polyhedral cone
K for which b ∈K and c ∈K ∗ always exists. Once K =
cone(Ω) has been found, then Ω ∈R

n×µ , µ ≥ n, can be used
to form a µ-dimensional positive realization {Ap, bp, vp},
where

AΩ = ΩAp, b = Ωbp, cp = cΩ.

When µ > n, the realization {Ap, bp, vp} is nonminimal.

In this paper we introduce a class of minimal realizations
which can be used to fill the gap between external positivity
and (internal) positivity, at least under Assumption 1. We
call these realizations eventually positive.

Definition 4 A realization {Ae, be, ce} is said eventually

positive if Ae

∨
> 0 and ∃ an Ae-invariant cone Ke for which

Ae is Ke-positive and such that be ∈ Ke, ce ∈ K ∗
e .

The eventually positive realizations we are interested in are
minimal, i.e., Ae ∈ Rn×n, be, cT

e ∈R
n. Notice that from The-

orem 1, Ae

∨
> 0 implies ρ(Ae)> 0 is a simple strictly domi-

nating real eigenvalue, i.e., Assumption 1 holds. From The-
orem 3, in this case, a proper polyhedral cone Ke for which
Ae is Ke-positive always exists.

3.1 A constructive procedure

From Definition 4 and Theorem 1, a necessary condition
for a minimal realization {A, b, c} of H(z) to be eventually
positive is that v > 0 and w > 0, where v and w are the right
and left eigenvectors of A relative to ρ .

Recall that if M is an invertible matrix, the change of basis
performed via M yields:

A′ = M−1AM

b′ = M−1b

c′ = cM

v′ = M−1v

w′ = MT w.

(6)

In this section we give a procedure to construct a minimal
eventually positive realization of H(z) satisfying Assump-
tion 1. Let us consider the realization {Ao, bo, co}

Ao =





















0 1 0 . . . 0

0 0 1

...
. . .

0 0 1

−qn −qn−1 . . . −q2 −q1





















,

bo =





















h(1)

h(2)
...

h(n− 1)

h(n)





















, co =
[

1 0 . . . 0

]

.
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which is sometimes called Markov observability canonical
form because of the Markov parameters appearing in bo. In
this case the polyhedral cone (hereafter Ko) is called the
Markov cone (Anderson et al. , 1996; Farina & Rinaldi,
2000) and it is generated by

Ωo =











h(1) h(2) . . . h(µ)
...

...
...

h(n) h(n+ 1) . . . h(µ + n− 1)











.

For the Markov observability canonical form, vo > 0, while
wo has no fixed sign pattern. The condition vo > 0 guaran-
tees that Ao ∈ PF n. From Corollary 1, it also guarantees
that AηKo belongs to int(Rn

+) for sufficiently high η ∈ N.

It however does not imply that also AT
o ∈ PF n, nor that

(AT )ηK ∗
o ⊂ int(Rn

+) for any η . For that, one may have
to ”tilt” the {Ao, bo, co} realization, rendering wo positive
while not changing the sign of vo. This can be done through
operations with elementary matrices as in the following al-
gorithm.

Algorithm 1.

Input: A = Ao, b = bo, c = co, v = vo, w = wo.
Step 0: To begin with, notice that possibly by multiplying

by −In, we can always assume that w has at least n/2 (or
(n+ 1)/2 if n is odd) nonnegative entries.

Step 1: Consider an index i for which wi ≤ 0. Two cases
are possible:
Case 1: ∃ index j 6= i, j 6= 1, for which w j > 0 and

0 ≤−
wi

w j

<
v j

vi

(7)

where by construction− wi
w j

≥ 0 and
v j

vi
> 0. In this case,

choosing

M(ξ ) =























1 0 . . . 0

0 1

...
. . . m

(ξ )
ji

. . . 0

0 0 1























= In +[m
(ξ )
ji ]

where

m
(ξ )
ji ∈

(

−
wi

w j

,
v j

vi

)

> 0, (8)

one gets in (6):

w′
i = wi +m

(ξ )
ji w j > 0

w′
j = w j > 0

v′i = vi > 0

v′j =−m
(ξ )
ji vi + v j > 0

(9)

i.e., the sign of wi has become positive.
Case 2: No index j 6= i exists for which w j > 0 and (7)

holds. In this case, choosing any index j 6= i, j 6= 1
for which w j > 0, it is possible to increase the corre-
sponding v j by combining the j-th row with any of the
rows (indexed by k) having wk > 0 and ck = 0 (at least
n/2− 1 such rows exist by construction). In this case
the elementary matrix that can be used is

M(ξ ) = In +[m
(ξ )
jk ]

with −wk
w j

< m
(ξ )
jk < 0, which yields

w′
j =w j > 0

0 < w′
k =m

(ξ )
jk w j +wk < wk

v′j =v j −m
(ξ )
jk vk > v j > 0

v′k =vk > 0.

(10)

If v′j is now sufficiently big that (7) holds, then Case

1) applies. If not, then another index k must be chosen
and Case 2) iterated.

Step 2: Repeat until w′
j > 0 ∀ j = 1, . . . ,n, or until Step 1

becomes unfeasible.
Step 3: If w′ > 0 the Algorithm terminated successfully. In

this case, if M(ξ1), . . . ,M(ξψ ) are the ξψ elementary ma-
trices used in Step 1 above, then the change of basis M =
M(ξ1) · · ·M(ξψ ) yields the sought realization {Ae, be, ce}.

The following Proposition shows that indeed {Ae, be, ce}
constructed in this way is a minimal eventually positive re-
alization of H(z).

Proposition 1 Consider a strictly proper rational transfer
function H(z) obeying Assumption 1. Assume Algorithm 1
terminates successfully and consider the corresponding real-
ization {Ae, be, ce}. Then ∃ a proper polyhedral Ae-invariant
cone Ke such that:

(1) AηKe ⊂ int(Rn
+)∪{0} for η ≥ ηo;

(2) (AT )ηK ∗
e ⊂ int(Rn

+)∪{0} for η ≥ ηo;
(3) Ae is Ke-positive;
(4) be ∈ Ke;
(5) ce ∈ K ∗

e .

Consequently, {Ae, be, ce} is a minimal eventually positive
realization of H(z).
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Proof. Since Ae

∨
> 0, the first 3 items follow from Theorem 4.

Consider the minimal realization in Markov observability
canonical form {Ao, bo co}. By construction bo ∈ Ko and
co ∈ K ∗

o . If Algorithm 1 terminates successfully then there

exists a change of basis M such that Ae = M−1AoM, be =
M−1bo, ce = coM. Applying M to the double description pair
(Ωo, Γo) of the Markov cone: Ωe =M−1Ωo and Γe =MT Γo.

Since bo =Ωα for some α ∈R
µ
+, it is be =M−1Ωoα =Ωeα ,

i.e., be ∈Ke. Similarly, from cT = Γoβ for some β ∈R
µ
+, it

is cT
e = MT Γoβ = Γeβ i.e., ce ∈K ∗

e . Therefore {Ae, be, ce}
is an eventually positive realization of H(z). Minimality of
this realization follows from invariance of the minimality
property to a change of basis.

It follows from Proposition 1 and from Ae-invariance of Ke

that for the reachability cone Re = cone(be, Aebe, A2
ebe, . . .)

of the system {Ae, be, ce} it holds:

Re ⊂ Ke.

Recall that the solution of a linear discrete-time system can
be split into free and forced evolution. For {Ae, be, ce} one
gets:

x(k) = xo(k)+ x f (k) = Ak
ex(0)+

k−1

∑
j=0

Ak− j−1
e beu( j). (11)

Proposition 2 Consider a minimal eventually positive real-
ization {Ae, be, ce} of H(z). Then ∃ηo ∈N such that xo(k)≥
0 ∀k ≥ ηo, ∀x(0)∈R

n
+. If in addition Re ⊂R

n
+, then x(k)≥

0 ∀k ≥ ηo, ∀x(0) ∈R
n
+, ∀u(k) ∈ R+.

Proof. Ae

∨
> 0 implies Ak

e > 0 ∀k ≥ ηo, hence xo(k) =
Ak

ex(0) ≥ 0 ∀x(0) ∈ R
n
+. Since be can have any sign, an

analogous property does not hold in general for the forced
evolution x f (k). However, Re ⊂R

n
+ implies x f (k)≥ 0 ∀k.

The following theorem summarizes the main result so far.

Theorem 6 Consider a strictly proper rational transfer
function H(z) obeying Assumption 1. If H(z) admits a
minimal eventually positive realization then it is externally
positive. Conversely, if H(z) is externally positive and Al-
gorithm 1 terminates successfully, then H(z) has a minimal
eventually positive realization.

Proof. Consider an eventually positive realization and the
corresponding Ae-invariant polyhedral cone Ke. From be ∈
Ke and ce ∈ K ∗

e , it follows that cebe ≥ 0. Ae-invariance

then implies that Ak
ebe ∈ Ke ∀k = 1, 2, . . . and therefore

that ceAk
ebe ≥ 0. Conversely, Proposition 1 implies that suc-

cess in Algorithm 1 yields an eventually positive realization
{Ae, be, ce}. Minimality also follows from Proposition 1.

According to Definition 4, in an eventually positive realiza-
tion no sign constraint is imposed on be and ce. It is however
easy to modify Algorithm 1 adding as constraints be ≥ 0 and
ce ≥ 0.

Algorithm 2.

Input: A = Ao, b = bo, c = co, v = vo, w = wo.
Step 0: same as in Algorithm 1.
Step 1: Case 1: similar to Algorithm 1, but replacing (7)

with

0 ≤−
wi

w j

< min

(

b j

bi

,
v j

vi

)

, (12)

where by construction
b j

bi
> 0 when bi 6= 0 (

b j

bi
= +∞

otherwise, also admissible). In this case, M(ξ ) = In +

[m
(ξ )
ji ] can be chosen as

m
(ξ )
ji ∈

(

−
wi

w j

, min

(

b j

bi

,
v j

vi

))

> 0,

Case 2: same as Algorithm 1.
Step 2 & 3: same as Algorithm 1.

Proposition 3 Consider a strictly proper rational transfer
function H(z) obeying Assumption 1. Assume Algorithm 2
terminates successfully and consider the corresponding re-
alization {Ae, be, ce}. Then Proposition 1 holds, and in ad-
dition:

(1) be ≥ 0;
(2) ce ≥ 0.

Proof. If Algorithm 2 is successful then so is Algorithm 1,
hence Proposition 1 holds. Since bo contains Markov coeffi-
cients, bo ≥ 0 and co ≥ 0. By construction, the condition (12)

guarantees that in Case 1, when applying M(ξ ) = In+[m
(ξ )
ji ],

alongside (9) one gets

b′i = bi > 0

b′j =−m
(ξ )
ji bi + b j > 0

c′i = ci

c′j = c j = 0

i.e., the sign of wi has become positive while the sign of
b and c is preserved at each iteration. Similarly, in Case 2,

since t
(ξ )
jk < 0, in addition to (10), M(ξ ) = In +[m

(ξ )
jk ] yields

b′j = b j −m
(ξ )
jk bk > b j > 0

b′k = bk > 0

c′j = c j = 0

c′k = ck = 0

6



i.e., the sign of b and c is preserved.

Remark 1 Notice that be ≥ 0 6=⇒ Re ⊂R
n
+, and hence 6=⇒

x(k)≥ 0 for k ≥ ηo. It follows however from Proposition 2
that the impulse response of a minimal eventually positive
realization with be ≥ 0 and ce ≥ 0 is such that x(t) ≥ 0
∀k ≥ ηo, ∀x(0) ∈ R

n
+. In other words, while the impulse

response completely characterizes external positivity it is
not enough to characterize internal positivity, as expected.

In Guidorzi (2014) the author considers a class of minimal
realizations of externally positive systems which he calls
“quasi-positive”, meaning realizations {Aq, bq, cq} such that
bq ≥ 0, cq ≥ 0 and Rq ⊆ R

n
+. It follows that for such real-

ization x f (k)≥ 0 ∀k ≥ 0, while the sign of xo(k) cannot be
guaranteed, not even asymptotically (unless, trivially, also
x(0)∈Rq), i.e., a “quasi-positive” realization may have state
variables which never become positive even if x(0) ≥ 0.
As an example, consider the Markov observability canoni-
cal form {Ao, bo, co} which by construction is always one
such realization for any externally positive system. For it
vo > 0, hence Ao ∈PF n when Assumption 1 holds. There-
fore Corollary 1 holds but not necessarily Theorem 4, as the
sign of wo is not fixed a priori. As a consequence, asymp-
totically, the free evolution

lim
k→∞

xo(k) =
vowT

o x(0)

wT
o vo

can assume any sign even if x(0)≥ 0.

For eventually positive realizations, instead, the following
stronger characterization holds.

Proposition 4 Consider a minimal eventually positive re-
alization {Ae, be, ce} of H(z) such that be ≥ 0 and ce ≥ 0.
Then ∃ηo ∈ N such that x(k) ≥ 0 ∀k ≥ ηo, ∀x(0) ∈ R

n
+. If

in addition Re ⊂ R
n
+, then x f (k)≥ 0 ∀k ≥ 0, ∀u(k) ∈R+.

Proof. The proof is analogous to that of Proposition 2, with
the extra condition be ≥ 0 guaranteeing now that x f (k)≥ 0
∀k ≥ηo. When in addition Re ⊂R

n
+, then obviously x f (k)≥

0 ∀k ≥ 0, ∀u(k) ∈ R+.

3.2 Examples

Example 1 Consider the following transfer function

H(z)=
0.1048z3 +0.1312z2 −0.02171z−0.01499

z5 −0.9631z4 −0.05818z3 +0.03503z2 −0.01051z−0.003276

As ρ = 1, the Markov parameters are all nonnegative and
”stabilize” at limk→∞ h(k) = 0.193, we can conclude that

H(z) is externally positive. The Markov observability canon-
ical form {Ao, bo, co} has vo = 1 and

wo =



















0.0033

0.0138

−0.0212

0.0369

0.9990



















,

hence the dual cone (AT )ηK ∗
e is not contained in R

5
+ for

any η . However, transforming this canonical form as in (6)
with M1 = I5 +[m43], m43 = 0.6076, one gets

Ae1
=



















0 1 0 0 0

0 0 1 0 0

0 0 0.6076 1 0

0 0 −0.3692 −0.6076 1

0.0033 0.0105 0.0003 0.0582 0.9631



















which has positive right and left dominant eigenvectors

ve1
=



















1

1

1

0.3924

1



















, we1
=



















0.0033

0.0138

0.0012

0.0369

1



















.

Ae1
is eventually positive, with a power index ηo = 8, hence

the {Ae1
, be1

, ce1
} realization is eventually positive. For it

be1
=



















0

0.1048

0.2321

0.0669

0.1951



















and ce1
= co,

while the input matrix in the Markov observability canonical
form was:

bo =



















0

0.1048

0.2321

0.2079

0.1951



















.

In this case, altering (lowering) one of the Markov param-
eters has been enough to ”compensate” the negative entry
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in the left eigenvector of Ao. A simulation of the impulse
response for this eventually positive realization is shown
in Fig. 1. It shows the transient violation of positivity of
the state vector, which is not ”visible” at the output. Since
be1

≥ 0 and Ak
e1

be1
≥ 0 ∀k, in this case strict dominance

implies that the violation of positivity must necessarily be
transient for any nonnegative {u(k)}∞

k=0.

time
0 1 2 3 4 5 6 7 8 9 10

-0.2

0

0.2

0.4

0.6

0.8

1

x
y

Fig. 1. Example 1. When the initial conditions are nonzero but
positive, the impulse response yields a positive output, but one of
the state variables has a transient which does not remain positive.

Example 2 It is worth observing that the power index of
an eventually positive realization may vary among differ-
ent eventually positive realizations of the same externally
positive transfer function. Consider again Example 1. If in-
stead of using the change of basis M1 we use the follow-
ing M2 = I5 +[m53] with m53 = 0.1032, then we get another
eventually positive realization, with

Ae2
=



















0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0.1032 0 1

0.0033 0.0105 0.0643 −0.0450 0.9631



















be2
=



















0

0.1048

0.2321

0.2079

0.1711



















, ce2
= co

of right and left dominant eigenvectors

ve2
=



















1

1

1

1

0.8968



















, we2
=



















0.0033

0.0138

0.0819

0.0369

1



















.

Also this time ”tilting” one of the coordinates is enough to
achieve positivity of the left dominant eigenvector. However
by acting on the fifth state component (instead of the fourth
of Example 1) we obtain an eventually positive realization
whose power index is 5 (Ak

e2
≥ 0 already at k = 2, then we

must take further powers to get all positive entries).

time
0 1 2 3 4 5 6 7 8 9 10

-2

0

2

4

6

8

10

x
y

Fig. 2. Example 2. For the same H(s) of Example 1, changing
the transformation matrix M may lead to a different eventually
positive realization.

4 Recovering positivity through downsampling

The extra conditions be ≥ 0 and ce ≥ 0 imposed in Algo-
rithm 2 can be used to obtain minimal positive realizations
for decimated subsequences of the Markov parameters.

Theorem 7 Consider a strictly proper rational trans-
fer function H(z) satisfying Assumption 1 and the cor-
responding sequence of Markov parameters {h(k)}∞

k=1.
Assume ∃ r ∈ N, r 6= 0, such that rIm[λi − λ j] 6= 2πξ ,
ξ = ±1,±2, . . ., for all distinct poles λi and λ j of H(z)
having Re[λi−λ j] = 0. If H(z) admits a minimal eventually
positive realization {Ae, be, ce} such that be ≥ 0 and ce ≥ 0,
then ∃ σ ∈ N such that the decimated sequence of Markov
parameters {hs(k) = h((k− 1)s+ 1)}∞

k=1 admits a minimal
positive realization {As, be, ce} with As = Aσ

e .

Proof. Consider a minimal eventually positive realization
{Ae, be, ce} of H(z). If ηo is the power index of Ae, Aσ

e > 0
∀σ ∈N, σ ≥ ηo. Then each decimated sequence {hs(k)}

∞
k=1

admits a positive realization {As, be, ce}, where As = Aσ
e . In

fact, from h(k) = ceAk−1
e be, one gets hs(k) = h((k− 1)σ +

1) = ceA
(k−1)σ
e be = ceAk−1

s be. In order for {As, be, ce} to be
minimal, it must be {As, be} controllable, and {As,ce} ob-
servable. Since the system is SISO and {Ae, be} controllable,
{Ae,ce} observable by construction, the geometric multi-
plicity of each distinct eigenvalue has to be 1 (i.e., there is a
single Jordan block associated to each distinct eigenvalue).
Denote λ1, . . . ,λm, m ≤ n, the distinct eigenvalues of Ae, of
multiplicities ζ1, . . . ,ζm. Since the eigenvalues of As are λ σ

i ,
i = 1, . . . ,m, whenever a merge happens, i.e., λ σ

i = λ σ
j for

i, j ∈ {1, . . . ,m}, i 6= j, then controllability and observabil-
ity of {As, be, ce} are lost, i.e., {As, be, ce} is a nonminimal
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realization of {hs(k)}
∞
k=1 (the Markov subsequence ”looses

rank” because of the decimation). However, if ∃ nonzero
r ∈N such that rIm[λi −λ j] 6= 2πξ ξ =±1,±2, . . ., for all
distinct eigenvalues of Ae such that Re[λi−λ j] = 0, then h(k)
and hs(k) admit minimal realizations of the same dimension.
In this case, an admissible decimation factor is σ = mink∈N

s.t. rk ≥ ηo and rkIm[λi −λ j] 6= 2πξ , ξ =±1,±2, . . ..

Example 3 Consider again Example 1 and the {Ae1
, be1

, ce1
}

eventually positive realization. Since the power index is
8, As1

= A8
e1

and {As1
, be1

, ce1
} is a minimal positive re-

alization of the {h8(k) = h((8k − 7)}∞
k=1 subsequence of

Markov parameters. By plotting the resulting dynamics in
correspondence of the same nonzero initial condition plus
impulse input of Fig. 1, we clearly see (Fig. 3) that the
downsampling ”neglects” the transient response and hence
avoids one or more of its states to become temporarily
negative. Analogous considerations hold for the realization
{Ae2

, be2
, ce2

} (the decimation factor used in passing from
Fig. 2 to Fig. 3 is σ = 2).

0 5 10 15 20 25
−0.2

0

0.2

0.4

0.6

0.8
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time
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s

time
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0

2
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6
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10
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x

s
y

s

Fig. 3. Example 3. Dynamics of a downsampled minimal eventu-
ally positive realization. The response of the eventually positive
system of Examples 1 (top) and 2 (bottom) and of the corre-
sponding downsampled positive counterpart from the same initial
condition are shown. The state and output of the downsampled
positive realization {Asi

, bei
, cei

} are denoted resp. xs and ys. The
impulse response yields a positive output in both systems, and
the downsampled system is also positive, but its transient contains
less information than the original system.

In Theorem 7 the Markov parameters hs(·) are a decimated

sequence of the original Markov parameters h(·). This au-
tomatically means that the downsampled impulse is repre-
sented as u(k) = δ (k). It is in principle possible to down-
sample using other input interpolation techniques such as
for example using a Zero-Order Hold (ZOH) methodology.
The following remark and corollary show however that such
an approach requires extra assumptions to be well-posed.

Remark 2 If {Ae, be, ce} is a minimal eventually positive
realization of H(z), then a ZOH downsampling of (11) by a
factor σ ∈N yields

AZOH,s = Aσ
e

bZOH,s =
σ−1

∑
j=0

Aσ− j−1
e be

cZOH,s = ce.

(13)

The realization {AZOH,s, bZOH,s, cZOH,s} need not be posi-
tive. For it however, the Markov parameters are

hZOH,s(k) = cZOH,s Ak−1
ZOH,s bZOH,s = ceA

(k−1)σ
e

σ−1

∑
j=0

Aσ− j−1
e be

i.e., they are not a subsequence of the original ceAk−1
e be.

When bZOH,s ≥ 0 we have the following straightforward
corollary of Theorem 7.

Corollary 2 Consider a minimal eventually positive real-
ization {Ae, be, ce} of H(z) such that be ≥ 0 and ce ≥ 0.
Assume ∃ r ∈ N, r 6= 0, such that rIm[λi −λ j] 6= 2πξ , ξ =
±1,±2, . . ., for all distinct eigenvalues λi and λ j of Ae hav-
ing Re[λi −λ j] = 0. If Re ⊂ R

n
+, then for σ ≥ ηo the ZOH

downsampled realization (13) is positive and minimal.

5 Continuous time eventually positive realizations

In a continuous-time linear system, external positivity of
H(s) corresponds to the impulse response function h(t) be-
ing nonnegative: h(t) ≥ 0 ∀t ≥ 0. For what concerns inter-
nal positivity, the matrix A has to be modified to satisfy the
Metzler condition. A necessary and sufficient condition for
a realization {A, b, c} to be positive is in fact that A Met-
zler, b ≥ 0 and c ≥ 0, see Farina & Rinaldi (2000). For a
transfer function H(s), existence of a positive realization is
given by the analogue of Theorem 5, which can be easily
obtained from Theorem 4 of Ohta et al. (1984).

Theorem 8 Let H(s) be a strictly proper rational transfer
function with minimal realization {A, b, c}. Then H(s) has
a positive realization if and only if

(1) (A+ dI)K ⊆ K for some d ≥ 0;
(2) b ∈ K ;
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(3) c ∈ K ∗.

In this case, if K = cone(Ω), from (A+dI)Ω= ΩA+, with
A+ ≥ 0, one gets that the positive realization is {Ap = A+−
dI, bp, cp}, where

AΩ = ΩAp, b = Ωbp, cp = cΩ.

Starting from a realization {A, b, c} of H(s), denote Hd(s−
d) = c(sI−A−dI)−1b= c((s−d)I−A)−1b for some d ≥ 0.

If h(t) = ceAtb ≥ 0, then also ce(A+dI)tb = ceAtedtb ≥ 0 for
any t ≥ 0, i.e., the extra factor dI does not alter the external
positivity of the transfer function. Another necessary and
sufficient condition for existence of a positive realization in
continuous-time is then the following.

Theorem 9 (Anderson et al. (1996), Theorem 5.1) A strictly
proper rational transfer function H(s) has a positive real-
ization if and only if

(1) ∃ d ≥ 0 such that Hd(s− d) has nonnegative Markov
parameters, i.e., if Hd(s − d) = ∑∞

j=1 hd( j)(s − d)− j,

then hd( j) ≥ 0 ∀ j = 1,2, . . .;
(2) there is a unique (possibly multiple) pole of H(s) with

maximal real part and the pole is real.

The class of H(s) can be narrowed down in a manner similar
to the discrete-time case by restricting to H(s) with a simple
dominant pole.

Assumption 2 H(a) has a simple real pole with real part
strictly bigger than all other poles of H(s).

From Theorem 9, under Assumption 2, existence of a pos-
itive realization {A, b, c} amounts to nonnegativity of the

Markov parameters hd(k) = c(A − dI)k−1b for a suitable
d ≥ 0.

Also eventual positivity is affected by presence of the Met-
zler condition.

Definition 5 A (continuous-time) realization {Ae, be, ce} is

said eventually positive if ∃d ≥ 0 such that (Ae + dI)
∨
> 0

and ∃ an Ae-invariant cone Ke for which Ae is Ke-positive
and such that be ∈ Ke, ce ∈ K ∗

e .

Notice that Ke is Ae-invariant if and only if it is Ae + dI-
invariant, and that Ae is Ke-positive if and only if Ae + dI
is Ke-positive for d ≥ 0. Armed with this definition we can
obtain the continuous-time analogue of Theorem 6.

Theorem 10 Consider a strictly proper rational transfer
function H(s) obeying Assumption 2. If H(s) admits a mini-
mal eventually positive realization then it is externally pos-
itive. Conversely, if H(s) is externally positive and ∃d ≥ 0

such that for Hd(s−d) Algorithm 1 terminates successfully,
then H(s) has a minimal eventually positive realization.

Proof. Consider an eventually positive realization and the
corresponding cone Ke. Since be ∈ Ke and ce ∈ K ∗

e , it is
cebe ≥ 0. Since Ae-invariance implies Ae +dI-invariance of
Ke, then (Ae + dI)kbe ∈ Ke ∀k = 1, 2, . . ., ∀d ≥ 0. Hence

ce(Ae + dI)kbe ≥ 0 ∀k = 0,1,2, . . ., i.e., Hd(s− d) is exter-
nally positive and so is H(s). Conversely, if Algorithm 1 is
successful for Hd(s−d), then the triplet {Ae +dI, be, ce} is

such that (Ae+dI)
∨
> 0 and Proposition 1 holds for it. Since

the corresponding cone Ke is also Ae-invariant, {Ae, be, ce}
is an eventually positive realization of H(s). Minimality also
follows from Proposition 1.

5.1 A Nyquist-Shannon theorem for positivity of sampled
systems

Recall that for a continuous-time linear system

ẋ = Ax+ bu

y = cx,

the ZOH discretization is given by

x(k+ 1) = Aδ x(k)+ bδ u(k)

y(k) = cδ x(k),
(14)

where

Aδ = eAT

bδ =

∫ T

0
eAτ bdτ

cδ = c.

(15)

The following theorem says that whenever a continuous-time
system has an eventually positive realization, then provided
the sampling time is sufficiently long, its ZOH discretization
will be positive.

Theorem 11 Consider a strictly proper rational transfer
function H(s) satisfying Assumption 2. Assume ∃ r ∈ N,
r 6= 0, such that rIm[λi − λ j] 6= 2πξ , ξ = ±1,±2, . . ., for
all distinct poles λi and λ j of H(s) having Re[λi −λ j] =
0. If H(s) admits a minimal eventually positive realization
{Ae, be, ce} such that be ≥ 0 and ce ≥ 0 and Re ⊂R

n
+, then

∃ To such that ∀ sample times T ≥ To the ZOH sampled
realization {Aδ , bδ , cδ} obtained from it is minimal and
positive.

Proof. {Ae, be, ce} eventually positive realization of H(s)

means that ∃d ≥ 0 such that (Ae+dI)
∨
> 0, hence from The-

orem 2 Ae is eventually exponentially positive, i.e., ∃ to ≥ 0
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such that eAet > 0 ∀ t ≥ to. Consequently in (15) Aδ > 0 if

T ≥ to. In addition, from eAeτ be = ∑∞
j=0

A
j
eτ j

j!
be, if Re ⊂R

n
+

then eAeτ be ≥ 0 ∀τ ≥ 0, meaning that also bδ ≥ 0. Therefore
{Aδ , bδ , cδ} is a positive realization of the ZOH sampled
system (14) when T ≥ to. Analogously to the proof of The-
orem 7, the condition on r prevents losses of controllabil-
ity/observability due to merging of eigenvalues with identi-
cal real part. Hence ∃To ≥ to such that when the sampling
time is T ≥ To, the realization {Aδ , bδ , cδ} is also minimal.

Recall that when sampling a continuous-time linear system,

if ωs =
2π
T

is the sampling frequency, then the Nyquist fre-

quency ωN = ωs

2
= π

T
delimits the spectral bandwidth of the

output that is univocally represented in the sampled signal.
The Nyquist sampling theorem is normally invoked to deter-
mine a ωN sufficiently high, so that the interesting frequen-
cies can be correctly reconstructed from the sampled signal.

The result in Theorem 11 can be interpreted as a “dual” to
the Nyquist sampling theorem: provided ωN is chosen suffi-

ciently small (i.e., from Theorem 11, ωN < 2π
To

), it is possi-

ble to guarantee the existence of minimal discrete-time real-
izations whose internal state remains positive for all inputs
and for all initial conditions. For externally positive systems,
eigenvalue dominance conditions such as Assumption 2 im-
ply that the system shows at most damped oscillations, and
a high sampling period relies on this fact to eliminate unde-
sired transients, like those violating positivity.

Example 4 Consider the following transfer function

H(s) =
8.843s2 + 11.86s+ 8.95

s3 + 1.361s2+ 0.9938s
.

Since the poles are λ = {0,−0.6803± 0.7286i}, H(s) sat-
isfies Assumption 2. The impulse response of H(s), shown
in Fig. 4, implies that H(s) is externally positive. Existence
of a minimal positive realization is hard to verify even for
such a simple system. The following is a minimal eventually
positive realization

Ae =









−0.3513 −0.6949 0.3599

0.8229 −0.8314 0.2594

−0.0797 0.4214 −0.1780









,

be =









3.3472

4.6663

10.1462









, ce =
[

0.1621 0.0272 0.8056

]

,

for which d = 0.9889. The effect of the damped oscillatory
modes is to induce a transient violation of internal positivity,
see Fig. 4. Since to = 4.84, choosing a sample time T = 5

one gets the positive ZOH minimal realization

Aδ =









0.0041 0.0447 0.1170

0.1140 0.0699 0.4012

0.2965 0.2044 0.8673









, bδ =









9.2081

25.4148

52.6768









, cδ = ce

whose state and output impulse response is shown in Fig. 4
(blue and red curves). In this case, the sampling limits
the bandwidth of the system without altering significantly
the Bode plot for the amplitudes, see Fig 5. As a conse-
quence of the long sampling time needed to have positivity,
continuous-time and discrete-time output trajectories differ
considerably.

time
0 5 10 15

-40

-20

0

20

40

60

80

100

x
y
x

s
y

s

Fig. 4. Example 4. Impulse response of the continuous-time system
(black, with state variables in gray) and of the ZOH sampled
system (red, with state variables in blue). The continuous-time
state violates positivity, while the ZOH state does not.
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Fig. 5. Example 4. Bode plot of continuous-time (blue) and ZOH
sampled transfer function (red). The vertical line represents the
Nyquist frequency ωN = π

5 .

6 Conclusion

In an attempt to fill the gap between externally and inter-
nally positive linear systems, a novel class of realizations in
introduced in this paper. These correspond to state update
matrices that are eventually positive, i.e., that become pos-
itive after a certain power. The constructive procedure we
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provide in the paper to obtain such minimal eventually pos-
itive realizations is easy and quite general and, in our ex-
perience, always terminating with success when applied to
externally positive systems having a single strictly dominat-
ing real eigenvalue of multiplicity 1. When the multiplicity
is higher or when dominance is not strict, then the situation
is more intricate and it is not clear whether eventual posi-
tivity can still play a key role. When the method is appli-
cable, the insight into the structure of the systems that one
gets through eventually positive realizations is considerable,
as seen for example in our downsampling (or sampling, in
continuous-time) theorems.
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