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Abstract comparator bandwidth, since it supplies the virtual ground for

the sampling. It is therefore interesting to look for a digital
An ADC using several parallel cells suffers from offset compensation method.

differences between the cells, which causes non-harmonic  One simple method would be to calculate the mean value
distortion. A method for removing the offset in the dlglta| do- a batch ofN samp|es from each cell and subtract it from the
main is proposed. The method is based on a PRBS-controlledsignal. The first cell would have the mean value

chopper at the ADC input, which transforms any input signal
to noise. The randomization controls the batch size required (S(1)+01 +5(17)+0; +(33)+0, + ... ) N =

for removing the offset by a mean value calculation. The mea- 01 + E[s(161)] (2)
sured results are SFDR = 72dB and SNDR = 59.0dB @

22MS/s, an improvement of 19dB and 10dB respectively. The problems with this method is that there is no way of de-

termine the required batch sikk It is depending on the input

signal. In extreme cases e.g. for a continuous sine wave input

1. INTRODUCTION at the frequency= p k4 kthe offset cannot be distinguished

1.1. Parallel ADC from the signal. Randomi;ation in different ways is necessary
in order to find the offset in a controlled way.

Parallel time-interleaved ADCs have become popularasa An example of randomization is found in [4], where simu-
way of increasing the sampling frequency in pipe-lined [1] or lations of a digital offset compensation method is presented.
Successive-Approximation ADCs, [2][3]. This is a study of a However, this method assume a pipe-lined ADC and it has not
SA-ADC. The conversion of one sample requikedock pe- been implemented.
riods. The effective sampling rate of a single SA-ADC cell is In [5], two methods for background offset compensation
thusfgeen= fa / k- With mparallel time-interleaved cells, the are described, however, these require a dedicated design of
sampling rate is increasedfg= m g / k. In our cas&k=m the entire ADC including analog calibration circuits.

= 16 andg = f. We propose a method that transforms any input signal to
) noise with mean value = O before the offset is calculated and
1.2. Problem with offset removed. In this way the required batch shts limited and

The 16 different ADC cells will have different offset val- W& determine the relation betweéhand Signal-to-Noise-
Ues 0y, 0y, 03, 04 ... 0y grespectively. Assume that the sampled and-Distortion-Ratio, SNDR. Since the analog part of the
signal is a sequence of valuex), s(2), s(3) ...}. The values compensation is m!nlmal, the rne_thod can easily be used for
{s(1), (17), (33) ...} are A/D converted in cell 1 ands{2), any type of ADC with differential input. We present a theo-
S(18),5(34) ...} in cell 2 and so on. The offset values are added retical description of the method and verify it with measure-
to the A/D converted sequence as ments.

S(1)+04, S(2)+0;, (3)+03, S(4)+0y, ... S(16)+046, 2. DIGITAL OFFSET COMPENSATION
S(17)+04, S(18)+0,, S(19)+03, S(20)+0y, ... Q) o _
) o 2.1. Principle of operation
In the frequency domain, the offset variation causes tongs at

[/ 16 wherep is an integer [0, 15], Fig. 3. In most applica- The implementation of the proposed method is shown in
tions, the offset must be removed. Fig. 1. The main principle of operation is as follows:

There are analog techniques to handle offset compensa-
tion, [2][3]. However, the bottom plate sampling is not so eas- 1. Chop the input signal before the ADC by multiplying
ily implemented. The drawback is the requirement on analog ~ With a pseudo random sequence of -1 and +1.
components. The bandwidth of the sampling is limited by the 2. Pass the signal through the A/D converter. It is now digi-
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Fig. 1. Block diagram of the parallel ADC with offset compensation. 3 of 16 cells are drawn. The critical parts are implemented
in the test chip and the rest is implemented in Matlab.

tized and has an offset pattern as in (1). The estimate’s mean and variance are by standard calcula-
3. Estimate the offsets by calculating the mean values of onetions given by
batch of digital outputs. N
4. Store the estimated offset values in registers. " 1
9 E[O] = § > E[U(OIE[S(9] +E[o] +E[&()] = 0
The the offset value in the register is used for correcting the =t
ADC output values. The offsets, which are estimated from

N
. " 1
one batch of values are used for correcting the next batch. Var[g] = N Z Var[u(t)s(t) + o+ e t)]
When the offset has been removed, the digital signal is t=1
chopped with the same sequence as the input and the signal _1 +
value is restored. N(Var[u(t)]Var[s(t)] varfe(9])

A new estimate is calculated from each batch and the offset 1
values are thus updated during operation. = N(Var[s( )] + Var[e(1)])

2.2. Theory for the batchwise estimation Here we have only used an assumption of independence be-

Let the signal bes(t), the chopper control signait), the tween the signal and chopper sequence, which is easy to sat-
offsetso;, i=1,2, ... ,M and the quantization noise (and other isfy in practice, and Vau[t)] = E[uz(t)] =1.
disturbances) be denoteft). The digital signak t), without )
offset compensation can then be written 2.3. SNDR improvement

Aty = The SNDR is here rather naturally defined as the ratio of
S(1) = u(®) u() B5(Y * Otmogu *+ (1) the energy in the input signal and the mean square extpr,
Heret,ogmis the modulo function which picks out the current  5(t), in the ADC output signal.
offset value of theVl possibilities. To utilize the parallel struc- )
ture and simplify notation, we will restrict ourself to one ADC SNDR =—EIS(M]
cell. From now on, the indeixdenotes samples to a particular E[(s( 1) — (1))
cell. Offset estimation is performed before the second chop-

per, so the signal at hand after the A/D converter is Here we distinguish two cases. Without offset compensation,

the signal estimate is given &/ t) € u(t) y(t), and the SNDR

y(t) = u(t)s(t) +o+e(t) is
The most natural strategy to estimate the offset is to average £ 2 0]
the signal value over a batch of data of dize SNDR =—
o™+ Var[e(1)]
N N
A 1 1 . . . . .
0==Syt) = =5 (u(t)s(t) +o+e(t) (3) With compensation, the signal estimate is
Nt; NtZl S() = u(®) (y(1)-0), and
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Thus, SNDR is approximately equal to the batch &§ize lin-
ear scale.

As an example, resembling the measurements in section 4
let the signal be a sinusoid with amplitude 2000 (12 bits ADC)
and the offset difference in the order @& 5.4. The SNDR
without compensation is then

_200G/2
5.4

SNDR = 80000 = 49dB.

bination of batch processing and forgetting factor. For in-
stance, instead of using= 10°, one can také&l = 10° and\
=1-2'%and get the same SNDR but with a softer ADC output
signal.

3.

3.1. Parallel SA-ADC overview

The critical parts of the offset compensation is implement-
ed in a 16 cells 12 bits parallel SA-ADC. The basic principle
for this ADC cell was presented in a single cell implementa-

IMPLEMENTATION

tion, [6].

3.2. Random chopper and offset compensation

The digital offset compensation consists of two parts: the
analog random chopper sampling and the digital correction

This is seen in Fig. 3. With compensation based on a batch oflogic. The random chopper sampling is analog and therefore

sizeN = 1P, the SNDR is

SNDRON = 1 = 60dB. (5)

critical. It is thus implemented in a test circuit. The random
chopper works as follows:
The input signal is differential(t) = va(t) - vb(t). The input

The effect of quantization is in this case negligible. Note that Signal is connected througiw, andsw, and sampled using
if N < 8 [10% the performance is degraded, so there is a point the bottom plate sampling switchess, andsa, Fig. 2. The

where compensation starts to pays off.

2.4. Adaptivity using forgetting factor estimator

The batch processing can of course be repeated &V/eayn-
ple. The design parametdé should be matched to the time
variations of the offset. The drawback with using (3) is an off-

set compensator that takes abrupt jumps, which leads to un-

wanted tones in the ADC output. A softer compensator can be
formed by using a first order filter, also known as a forgetting

factor (\) estimator. The time-variable estimate is computed are therQ(t) = \
spectively. With a proper layout, the effect on the signal path

by

sampled signal is then represented by the charge

Q(t) = Cg [va(t) - Ce LV(1). (@)
By closing the switchesh; andch, instead ofsw; andsw,

when sampling the signal the polarity is changed. The sam-

pled charge is

Qen(t) = Cq1 (WD) - Cop Tva(1). (8)

Assumevh(t) = -va(t), andCg = Cg. The sampled charges

2 [Cq Ova(t) andQp(t) = -2 Cq Ova(t) re-

is minimized to two pass-transistor switches.

OM)=A0(t1)+(1-A)y®) (6)

HereA < 1 should be chosen close to 1. It is easily checked
that E[6] =0 and Var[do ] = (1A) / (A+A) ( Var[s()] +
Var[e(t)] ). ThusN corresponds approximately to 1X)L-

2.5. Numerical aspects on implementation

The batch average in (3) is conveniently performed in
hardware ifN is chosen to be™or an integen. The division
is then onlyn shifts in binary logic. The forgetting factor in
the algorithm (6) should be chosenas 1- 2". Multiplica-
tion with 1- A is again jusn shifts, and multiplication with
is just a subtraction of the estimate with a shifted version of
the same estimate. A standard rule of thumb is that the forget-
ting factor is matched to the batch method My= 1/(1- A)
which in both cases lead td 2Thus both methods are compa-
rable from a numerical point of view.

Finally, there might be practical aspects that lead to a com-

The digital correction logic is verified in Matlab. This

gives the possibility to test different algorithms. The chopper
control sequence is implemented as a PRBS-Matlab model.

A _
sw DACenabIe
va L Fstal
O
Cs1 S
Chl + (<,()
Ch2 p TE
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vb |——o/ Sap E
sw 1 5
5 DAcenabIe

Fig. 2. Sampling circuit including chopping function. The prin-
ciple implementation of the SA-DAC



4. MEASUREMENTS The chopper at the input increases the background noise
floor 1.6dB compared to the measurement without chopper.

The output spectrum of the ADC without offset compensa- The test signal is generated by a freqyency synthesizer, fol-
tion is shown in Fig. 3. The SFDR =53dB and SNDR =49dB |owed by a filter. These components are not designed for the
due to the offset. The measurements are done at low sfaged, varying load which is a result of the chopper. This problem
=22MS]/s, in order to avoid non-idealities in the ADC to limit  can be solved by either a better signal source or a reset of the
performance. The offset values in the ADC range from -10 to sampling capacitor.
13 with an RMS value of 5.4.

The measurements agree well with theory. Rer3 [1.0°, 5. CONCLUSIONS AND DISCUSSION
the measured SNDR = 55dB, which very close to the expected
54.8dB, (4). For long sequences, SFDR = 72dB and SNDR =5.1. General
59.0dB Fig. 4, which is an improvement of 19dB and 10dB re-
spectively, compared to the uncorrected signal in Fig. 3.

Output signal without offset compensation

We have demonstrated a method of handling the offset in
a parallel ADC in the digital domain. We have verified the

0 theoretical description with measurements. The method is in-
fs= 22 MHz dependent of the input signal and thus no calibration signal is
-20 SFDR = 53dB needed. The algorithm is adaptive since it constantly mea-
SNFR =49 dB . .
w0 sures the offset and improves the offset correction values.
§ 60 ° 9 o oW o | ° 5.2. Impact on the analog domain
'j_gl eo ! This work is relaxing analog requirements in the ADC. No
analog offset compensation is needed. The extra analog com-
-100]] ponents are minimized to two switches.
-120 s “ A s 1o 5.3. Impact on the digital domain
Reconstructed output frequency [MHz] L. . . 3 .
Fig. 3. FFT of output signal with offset error marked with circles. The digital part can easily be implemented since no multi-
pliers, dividers nor large memories are needed. One 32 bits
o Offset compensated signal accumulator one 12 bit register and one 12 bits adder is re-
fg=22 MHz quired for each ADC cell. The increased latency due to the
200 | SFDR =72 dB compensation is only the time for the 12 bits subtraction in the
SNFR =59 dB signal path, Fig. 1, approximately one clock period.
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