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In order to illustrate the marginalized (Rao-Blackwellized) particle filter, we
provide the MATLAB code for solving the following examples,
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Looking at the notation used in Model 3 in [2], that is the model specified in



(18) and (19) of [2], we have,
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It is worth noting that we also used this example in [1] in order to illustrate how
to perform maximum likelihood identification in mixed linear/nonlinear models.
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